CinePile: A Long Video Question Answering Dataset and Benchmark
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Template: Emotional Transition Template: Object’s Description Template: Motive Exploration Figure 4. Question template generation pipeline: We begin by substituting the first names in human-written
How does Gru's emotional state transition What are the objects poking out of the What leads the character to read the source questions and then cluster them. We then feed a selection of questions from each cluster into GPT-4, GPT_A.FO. 29.72 164.36 7408 54.77 4491 67.89
throughout the bedtime story scene? book cover and what is their purpose? bedtime story? which outputs “question templates” used in the next stage of dataset creation. GPT_Af Vision 28.81 163.73 /343 52.55 40.22 65.79
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= Gemini 1.5 Pro ranks as the best-performing model, performing particularly well in the
“Setting and Technical Analysis” category that is dominated by visually reliant questions.
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T N / categories such as "Narrative and Plot Analysis” that revolve around the core storylines.
— All templates Shortlisted templates Generated MCQs Filter out trivial MCQs Final dataset
- ;:Vel'l, I'n;lsor.ry you'lie - Well, you made a - You've got to be kidding - I'm going back to work
) T%‘;‘Qf;wthls trouble fhogﬁr?]?ﬁ?’tsif}?ﬁy’ ol I }r::)rtll;gtnl?:;l;}?py - gga;?gg;;,ag:c;%g::k up Figure 5. Automated QA Generation and Filtering. Begins with a set of automated templates and scenes. Filter out Performance on "hard-split”
- Iknow I did . there's no one else the templates relevant to each scene. Next, pass these templates along with the annotated-scene-text to GPT-4,
Cai . NPA Category: CRD Category: CRD which is then used to create multiple-choice questions (MCQs). The generated MCQs are then subjected to “0.7 61,36
Template: Motive Exploration Template: Character Tone Template: Interpersonal Dynamics numerous filters to curate the final dataset. 60 ' 0881 57.52 Average .
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and Brian change following their : 31.73 31 .68

What is Sammy's reason for threatening Brian
with the affair they had?

conversation about Sammy's job?
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during her conversation with Brian?
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A) Their relationship becomes strained and 14.55

A) To get a raise in her salary . confrontational i i " : 9.64
e o e Q§22$§§§2° T atinehio becomes more Gordial To prune malformed QAs, we evaluate CinePile with the help of a few LLMs on the following axes 3
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D} To prevent Brian from firing her “E’,’.?,Zfﬁlféﬁ B g 1. Degeneracy. Is the answer to the question implicit in the question itself, e.g., What is the Models

E) To make Brian feel guilty intimate and personal
E) Their relationship becomes more

professional and formal

color of the pink house?. They constitute a minor proportion (4.5%), and we discard

these from the test-split. Figure /. Models’ performance on CinePile test split, all questions vs hard questions.

2. Vision Reliance. Denotes whether the question requires visual descriptions to be answered = Most models suffer a performance decline of 15%-20% on the hard-split.
Figure 2. A sample clip (You Can Count on Me - Your Future at the Bank) and corresponding MCQs. correctly. Question-category wise distribution presented below. = Gemini 1.5 Flash declines by 21% compared to 13% for Gemini 1.5 Pro, highlighting severe
3. Hardness. Gauges the difficulty of questions for the models, even when provided with full trade-offs in optimizing lightweight performance for challenging samples.

context. Manually verified by the authors. .
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Temporal o A0 40.22
Temporal %‘340 o S Question Model Response Failure Mode
= &0
% 2. *g 307 How does the emotional tone transition during | "5, 4, 3, 2, 1.\n All |The model doesn’'t choose
= = A the scene? right, I think I got  any of the options, rather
% ;20_ - A) From despair to hope it, ... just repeats all the subti-
T 201 % ___________ - B) From fear to acceptance This is the base." tles.
' 5 iié - C) From confusion to understanding
Narrative an] otting and hg’?riakvelan'd Setting and 2] 10- D) From ten;ion to parjIC
Plot Analysis Technical O IR Technical NG o - £) From anxiety to excitement
Analysis Analysis 0. oK } } What strategy does the group employ to avoid The group uses a |deally, the assigned score
CRD NPA STA TEMP TH CRD NPA STA TEMP TH detection? thermal suit to should have been 1. But

Figure 3. CinePile’s question-category statistics. Left: Train-split. Right: Test-split Question type

Question type

we are unable to match the
rephrased text.

blend in with the
surroundings and
avoid detection by
the helicopter.

- A) They communicate with the helicopter
- B) They use a thermal suit
- C) They use camouflage uniforms
D) They repair a broken sensor
- E) They use a snake as a distraction

Figure 6. Distribution of Vision Reliance and Hardness across different question categories.




